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SICSA Research Theme Activity Report
Please complete all sections of this reporting template and submit within four weeks of your event or activity taking place.  This report will allow the SICSA Directors to provide detailed information about the progress of the SICSA Research Themes to the Pool funders, SFC, and your cooperation is appreciated.  
Primary Applicant

Name of event primary organiser: Tanvi Dinkar
Institution: Heriot Watt University
Email address: T.Dinkar@hw.ac.uk
Project Details

Title of project: Benchmarking Safety for Conversational AI
Location of the project: Heriot Watt University
Duration of project: January 1st 2023 – January 31st 2023
Was this a cross research theme project YES / NO

Which SICSA Research Theme(s) sponsored your project: SICSA AI Small Grant
Was the event in collaboration with another SFC Research Pool YES / NO

If yes, please confirm: --
Was the event in collaboration with Innovation Centre YES / NO

If yes, please confirm --
Project Summary
Please provide details of the project: 
This award facilitated research towards a benchmark of one of the most commonly used corpora in conversational AI; the Switchboard Dialogue Act (SWDA) corpus [1]. The overall goal of the project is to benchmark state-of-the-art (SOTA) conversational AI models; as noisy labels and a lack of standardized pre-processing techniques can affect the robustness of these models (such as [2]). This is particularly important given that there is a reproducibility of results crises in AI -- with estimates that results for over half the papers cannot be replicated [3]. 
Thus, the desired outcomes of this project are to contribute a benchmark consisting of:
1. Open-source alignment and pre-processing tools – to facilitate multi-modal research on this dataset and accurately assess model robustness to variations in pre-processing.
 2. Cleaned up dialogue act (i.e. underlying communicative intent) labels in the dataset. The particular focus will be to better distinguish opinionated versus non-opinionated utterances, which consist of 49% of the dialogue act labels. These are labels that human annotators had difficulties in distinguishing, due unclear annotation instructions [4]. Recognizing opinion correctly in an utterance, is an important aspect of fact-checking and combatting misinformation. 
3. SOTA model comparisons on the benchmark for conversational AI tasks, such as dialogue act segmentation and classification.
The award went towards hiring an engineering student to help with the outcome 1 of the project, which is essential to facilitate the next 2 outcomes.
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Please outline in brief what took place in the project:
The student helper (Arash Ashrafzadeh) was able to work towards the first outcome of the project. Specifically, he was able to create a preliminary version of the open-source time alignment tool, that aligns the speech input with the text input. This tool can now be used to clean up the dataset of noisy inputs (outcome 2).
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Outcomes: 

Do you have any plans to bid for further SICSA Theme Funding in the future? YES / NO

If yes, please provide details: 

Further help will be required to hire expert annotators to accurately assess the cleaned up version of the dataset produced.
Did this event strengthen relations with other Research Pools and/or Scottish Innovation centres? YES / NO


If yes, please provide details: --
Please give details of any potential research papers that have come or are pending as a result of this activity: 
A paper working towards the results of outcome 2 is underway. The funding will be appropriately acknowledged in the paper. 
Please provide details of any grant applications that have come or are pending as a result of this activity: --
Please provide details of any further outcomes that you think will come as a result of this activity: 
In the future, we hope to plan a shared task/competition using these cleaned up labels in the dataset to further our goal of benchmarking conversational AI. 

