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SICSA Research Theme Activity Report
Please complete all sections of this reporting template and submit within four weeks of your event or activity taking place.  This report will allow the SICSA Directors to provide detailed information about the progress of the SICSA Research Themes to the Pool funders, SFC, and your cooperation is appreciated.  
Primary Applicant

Name of event primary organiser: Kyle Martin
Institution: Robert Gordon University
Email address: kmartps3@hotmail.com
Event Details

Title of event: SICSA XAI Workshop 2021
Location of the event: Online
Date of event:  June 1st 2021
Was this a cross research theme event NO
Which SICSA Research Theme(s) sponsored your event:  AI Theme
Was the event in collaboration with another SFC Research Pool NO
If yes, please confirm:      
Was the event in collaboration with Innovation Centre NO
If yes, please confirm      


Event Summary
Please outline in brief what took place at the event, providing details of speakers and titles of talks. Please confirm an approximate number of attendees and if possible, information about which institutions were represented: 
We believe that the SICSA XAI Workshop 2021 was an incredible success. The workshop was delivered over Zoom, and we were proud to welcome 49 attendees from a mix of industrial organisations and academic institutions across Europe. A total of 13 papers were submitted for peer review by the programme committee, of which 12 were accepted and presented during the workshop (10 short papers and 2 position papers). 
The workshop opened with an invited talk from Professor Belén Díaz-Agudo of Universidad Complutense de Madrid. She presented an examination of the relationship between Case-Based Reasoning and XAI and discussed how this had lead to the formation of the iSee project to share explanation experiences.
Papers were then presented over the course of three main sessions, a position paper session and a breakout activity:
	Session 1 - Applying and Evaluating Explanations

	Counterfactual Explanations for Student Outcome Prediction with Moodle Footprints
Anjana Wijekoon, Nirmalie Wiratunga, Ikechukwu Nkisi-Orji, Kyle Martin, Chamath Palihawadana and David Corsar
Robert Gordon University


	Are Contrastive Explanations Useful?
James Forrest, Somayajulu Sripada, Wei Pang and George M. Coghill
University of Aberdeen, Herriot-Watt University


	I don’t understand! Evaluation Methods for Natural Language Explanations
Miruna Clinciu, Arash Eshghi and Helen Hastie
Herriot-Watt University, University of Edinburgh


	Session 2 - Roles within an XAI System and Accountability

	Towards Accountability Driven Development for Machine Learning Systems
Chiu Pang Fung, Wei Pang, Iman Naja, Milan Markovic and Peter Edwards
Herriot-Watt University, University of Aberdeen, University of Leeds 


	On Evidence Capture for Accountable AI Systems
Wei Pang, Milan Markovic, Iman Naja, Chiu Pang Fung and Peter Edwards 
Herriot-Watt University, University of Aberdeen, University of Leeds


	Challenges and Future Directions for Accountable Machine Learning
Agne Zainyte and Wei Pang
Herriot-Watt University

	Human-in-the-Loop Approach to Digitisation of Engineering Drawings
Andrew M. Fagan, Graeme M. West and Stephen D. J. McArthur
University of Strathclyde


	Session 3 - Searching for Explanations

	Pseudo-Boolean Proof Logging: a Pathway to Trustworthy (and Explainable?) Constraint Inference and Search Algorithms
Bart Bogaerts, Stephan Gocht, Ciaran McCreesh, Jakob Nordstrom and James Trimble
Vrije Universiteit, Lund University, University of Copenhagen, University of Glasgow


	Explaining Pen and Paper Puzzles with MUSes?
Joan Espasa, Ian P. Gent, Ruth Hoffmann, Christopher Jefferson, Matthew J. McIlree, and Alice M. Lynch
University of St Andrews


	Mining Markov Network Surrogates to Explain the Results of Metaheuristic Optimisation
Alexander E. I. Brownlee, Aidan Wallace, and David Cairns
University of Stirling


	Session 4 - Position Papers

	Use of Explainable AI to Refine Artificial Immune System Algorithms
Rachana R. Patel
Herriot-Watt University


	Non-Deterministic Solvers and Explainable AI through Trajectory Mining
Martin Fyvie, John A.W. McCall and Lee A. Christie
Robert Gordon University

	Session 5

	Breakout Activity


During the breakout activity, research groups mixed to discuss their vision of how XAI would develop under three key topics. These topics reflected the themes in Sessions 1 – 3 of the workshop (providing and evaluating explanations, accountability of ML algorithms and searching for explanations). The workshop concluded with the breakout rooms returning to present their discussion to the group as a whole.


SICSA Research Theme Activity Report
Outcomes: 

Do you have any plans to bid for further SICSA Theme Funding in the future? YES
We would hope to hold further events around XAI, and had discussions with other institutions at the event with the goal of collaborating to do so in future.


Did this event strengthen relations with other Research Pools and/or Scottish Innovation centres? NO

If yes, please provide details:      
The workshop was designed to strengthen relations between Scottish researchers, and seemed very successful for that purpose. The event has directly led towards ongoing discussions between our institute and other institutes following some of the overlapping interests we identified during the workshop.
Please give details of any potential research papers that have come or are pending as a result of this activity:
Full proceedings of the workshop were published through the CEUR workshop publication service, available at: http://ceur-ws.org/Vol-2894/. These papers are indexed on Google Scholar, and the short papers are fully citable by their respective authors.

Our own work presented here has been expanded using feedback from workshop participants and submitted to an international workshop.
Please provide details of any grant applications that have come or are pending as a result of this activity: 
There are no plans for immediate grant applications, but they may arise as a result of our increased communication with other research institutes. The workshop did support an existing European project which RGU is a partner of, iSee, as it encouraged open discussion with the academic community. One of the goals of this project is to build a standard method of describing XAI research. Thus community engagement is important for the success of the project, which is currently in its first year. As such, the workshop was crucial in building relationships with other Scottish researchers to ensure that their impact is felt through dissemination of the iSee project outcomes, which will have impact across Europe.

Please provide details of any further outcomes that you think will come as a result of this activity: 

We anticipate several further outcomes from the workshop:

1. We intend to host another workshop, with the intent of fostering connections of researchers examining XAI and related fields across Scotland. 

2. It is our hope that the initial communications we have forged with other research groups will lead to collaboration on publication or grant proposal writing, though this is early yet. 
3. We anticipate some improved visibility of the research targeting XAI across Scotland, thanks to diseemination of the workshop proceedings (http://ceur-ws.org/Vol-2894/) and recorded talks (https://www.youtube.com/playlist?list=PLryG9-Y0xAawmLu0dRI9v21Bg6Y0DGRp6) online.
4. We intend to use some of the learnings we have gained over the course of the workshop to contribute towards our current European project, iSee. 
Blog Text

The use of AI and ML systems is increasingly becoming more commonplace in everyday life. In everything from recommender systems for media streaming services to machine vision for clinical decision support, intelligent systems are supporting both the personal and professional spheres of our society. However explaining the outcomes and decision-making of these systems remains a challenge. As the prevalence of AI grows in our society, so too does the complexity and expectation surrounding the ability of autonomous models to explain their actions.

Regulations increasingly support users rights to fair and transparent processing in automated decision-making systems. This can be difficult when the latest trends in data-driven ML systems, such as deep learning architectures, tend to be black-boxes with opaque decision-making processes. Furthermore, the need for accountability means that pipeline, ensemble and multi-agent systems may require complex combinations of explanations before being understandable to their target audience. Beyond the models themselves, designing explainer algorithms for users remains a challenge due to the highly subjective nature of the explanation itself.

The SICSA Workshop 2021 was designed to present a forum for the dissemination of ideas on domains relating to the explainability of AI and ML methods. The event was organised into several themed sessions.

Session 1 - Applying and Evaluating Explanations

Session 2 - Roles within an XAI System and Accountability

Session 3 - Searching for Explanations

The SICSA XAI Workshop 2021 was an incredible success. We were proud to welcome 49 attendees from a mix of industrial organisations and academic institutions across Europe. A total of 13 papers were submitted for peer review by the programme committee, of which 12 were accepted and presented during the workshop (10 short papers and 2 position papers). The workshop featured an invited talk from Professor Belén Díaz-Agudo of Universidad Complutense de Madrid. She presented an examination of the relationship between Case-Based Reasoning and XAI and discussed how this had lead to the formation of the iSee project to share explanation experiences.

For interested readers, the proceedings of the workshop are available online through CEUR (http://ceur-ws.org/Vol-2894/). Recorded presentations presented at the workshop are also available on YouTube (https://www.youtube.com/playlist?list=PLryG9-Y0xAawmLu0dRI9v21Bg6Y0DGRp6).

